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[Intelligence Science and Technology Course]

Application | Division Group

Code

IST-1 Brain and Cognitive Sciences Neuroinformatics

IST-2 Psychoinformatics

IST-3 Cognitive Informatics

IST- 4a (Adjunct Unit) Computational Cognitive Neuroscience

IST- 4b (Adjunct Unit) Computational Cognitive Neuroscience
(Not open for application this year)

IST-5 Cognitive System Computational Intelligence
(Not open for application this year)

IST-6 Collective Intelligence

IST-7 Conversational Informatics

IST-8 Intelligence Media Language Media Processing

IST-9 Speech and Audio Processing

IST-10 Computer Vision

IST- 11 Application of Multimedia Human Sensing

IST-12 (collaborative division) Text Media

IST- 13 Bio-system Informatics Biological Information Networks

(collaborative division)
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Intelligence Science and Technology Course

Profile of the Intelligence Science and Technology Course

[Notice]

The Graduate School of Informatics will reorganize from the current six departments to one department with
seven courses from April 2023. The current program of the Department of “Intelligence Science and
Technology” will be provided in the “Intelligence Science and Technology” course.

Features of Research and Education.

In the Intelligence Science and Technology Course, we study information processing mechanisms in
biological systems—particularly in humans—and apply our insights to develop advanced information
processing applications and to create more flexible and intelligent systems for information processing.

Our faculty members are engaged in research and education oriented to cultivating technical experts and
researchers who will have leadership ability in fields across the community through deeply understanding of
intelligence science and technology. Each of our research laboratories is pursuing original and creative
research work and then sharing the results through partnerships with industry, academic conferences, and so
on. In terms of education, lectures and seminar classes are supplemented with internships in other fields.
Students are encouraged to complete their major studies while engaging in minor study in other fields within
the course. Students who have no experience in the field of information studies, will be assisted to acquire
fundamental knowledge through courses such as Introduction to Information Science, which covers all the
basic topics addressed in intelligence science and technology. Through establishing a close link between
education and research on intelligence science and technology, and encouraging students to engage in other
fields both within and outside the course rather than focusing solely on their own specific research interests,
we are working to nurture talents with broad-based knowledge and advanced expertise.

Organization of Faculty Members

The faculty members of this course are affiliated with the following five divisions, each of which
corresponds to one or more of the total fourteen application groups listed in parentheses:

e Brain and Cognitive Sciences (IST-1, IST-2, IST-3, IST-4a, IST-4b)

The aim of this division is to understand the neural mechanisms of human cognition as well as the
methodologies for cognitive sciences. To this end, we offer a curriculum that involves both
experimental methods, such as psychological experiments as well as functional brain imaging, and
theoretical methods, such as neural networks and statistical science. Students are expected to learn
knowledge and techniques of this field and apply them to their own research projects.

e Cognitive System (IST-5, IST-6, IST-7)
The aim of this division is to understand the computational mechanism of higher-level inference
of humans and to develop computational methods and systems for extracting useful information from
data based on machine learning theory as well as their applications to real-world problems.

e Intelligence Media (IST-8, IST-9, IST-10)
In this division, we examine language, voice, and image media used to express, accumulate, and
transmit information. Our research concerns methods for analysis, recognition, and comprehension of
information expressed through media, methods for creation, compilation, and presentation of media

for effective expression and transmission of the meanings contained in information.



Intelligence Science and Technology Course

e Application of Multimedia (IST-11, IST-12)
In this division, we examine methods for analyzing and generating information represented by
multimedia, mainly focusing on text and video. Our research also concerns the creation of new
educational environments that utilize these media processing technologies.

¢ Bio-system Informatics (IST-13)
In this division, we seek to understand the information processing mechanisms of organic systems.
For molecular-level understanding, we employ mathematical and computational methods to analyze
sequence, structure, and interaction information on such biopolymers as DNAs and proteins. For
higher-level understanding, we employ computational experiments to analyze cellular networks.

Please refer to the following descriptions for information on the research area in each application group.
For more details about each group, and admissions information, such as past entrance examinations and the
dates of the admissions information session, please refer to the website of the Intelligence Science and
Technology Course (http://www.ist.i.kyoto-u.ac.jp/en/).

Career Paths After Completion
The figure below outlines careers followed by students from this course.

Master’s Program, 2022 Service Others
Further studj 23% Elt?ctrical cons:!/tancy 8% F;:l:::r
ICT, communications 42% eqmz;:ents 23%
Manufacturing 15% Manufacturing
Electrical equipments 4% 15%
Service consultancy 8%
Others 8% ICT, communications

MASTER'S PROGRAM, 2022 42%
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Intelligence Science and Technology Course

Neuroinformatics Group, Brain and Cognitive Sciences Division

Professor KAMITANI Yukiyasu, Associate Professor GOTO Yukiori;
Senior Lecturer HOSOKAWA Hiroshi; Assistant Professor MAEGAWA Shingo;

Assistant Professor Yoshihiro Nagano

Application Code: IST-1

Description

Our group is interested in computational modeling of neural information processing and representation. Brain
activity patterns can be regarded as “codes” that encode mental and behavioral states. Using machine learning
and other methods in information science, we identify the mapping between the brain and the mind, and
thereby understand how the brain represents and processes information. By “decoding” measured brain
signals, we also develop brain—machine interfaces in which decoded information is used to control the
machine/computer without body movements.

Research Topics
Our current research focuses on the following areas:

1. Brain decoding of perception, mental imagery, and thoughts: We develop machine learning-based
methods for decoding mental contents from brain signals measured by functional magnetic resonance
imaging (fMRI). Using the decoding models, we investigate the neural basis of internal images and
thoughts.

2. Brain—machine interfaces: Using brain signals measured from implanted electrodes, we build real-time
decoding systems for controlling a machine/computer with brain signals.

3. Brain mechanisms associated with psychiatric disorders: We investigate brain activity and neural circuits
associated with psychiatric disorders using non-invasive methods and genetic analysis.

Contact

Yukiyasu Kamitani, Room 501, Science Frontier Laboratory, Medicine Campus
E-mail: kamitani@i.kyoto-u.ac.jp

Laboratory website: https://kamitani-lab.ist.i.kyoto-u.ac.jp/
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Intelligence Science and Technology Course

Psychoinformatics Group, Brain and Cognitive Sciences Division
Professor KUMADA Takatsune;
Associate Professor NAKASHIMA Ryoichi
Application Code: IST-2

Description

We are engaged in research to understand complex human mind and behavior from the perspectives of
psychology, cognitive science, and informatics, as well as to create an environment in which people can live
comfortably and happily. To this end, we are elucidating the mechanisms of higher brain functions, such as
attention, executive function, and intelligence, based on psychological/behavioral and neuroscience
experiments. We are also developing applications to everyday situations, such as predicting the psychological
state of automobile drivers by integrating image processing and machine learning with psychological
experimental data. In addition, we are working to clarify the changes that occur in attention and executive
functions of older people and brain-injured patients from the viewpoints of neuroscience and psychology, and
to develop technologies that will serve as the basis for supporting the daily lives of these vulnerable people. In
the applied fields, joint research with related companies is also conducted. We look forward to applications
from students interested in the "elucidation of the human mind and its applications,” regardless of whether
they are humanities or science majors, basic research-oriented or applied research-oriented.

Research Topics
1. Mechanism of attentional control

Brain mechanism for top-down control of attention
® Attentional deficits and brain mechanism

® Research on the relationship between body movement/sense of agency and visual cognition
® Measurements of human behavior (and cognition) in VR and AR environments

® Research on communication with robots and agents

2. Executive functions and frontal lobe functions
® Neuroscience and cognitive science approach to frontal lobe functions
® The impact of aging and brain damage on executive function
® Research on individuality in planning human and robot behavior

3. Cognitive interface based on understanding of brain and cognitive functions
® Mechanism of cognitive processes involving driving and driving support
® Ageing of cognitive functions and cognitive interface for older users

® Attention and executive functions, and human errors

Contact
KUMADA Takatsune, Room No. 130, General Research Building No. 7
Telephone: 075-753- 9109
E-mail: kumada.takatsune.7w(@kyoto-u.ac.jp
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Intelligence Science and Technology Course

Cognitive Informatics Group, Brain and Cognitive Sciences Division
Professor NISHIDA Shinya;
Assistant Professor MIYOSHI Kiyofumi

Application Code: IST-3

Description

We humans perceive, understand, and make decisions about the external world, and communicate with people
around us, from sensory signals captured by eyes and other sensory organs. We study the information
processing mechanisms in the human brain that support such cognitive abilities, by means of
psychophysical/behavioral experiments and computer simulations. We study the (dis)similarities of artificial
neural networks to human brain in cognitive processing. We also leverage our basic scientific insights about
human cognitive processing to develop innovative information communication technologies.

Research Topics
(A) Human sensory processing

The human sensory system has marvelous abilities to recognize a wide variety of things, stuff, and events in
the real world, ranging from basic sensory attributes such as motion and shape of the object, time and space,
material parameters, and ecological values to human emotional states. We aim to understand the
computational theory, as well as the representations and algorithms, of human sensory computation. The
scientific approach we take is mainly psychophysics, a methodology to infer the brain’s sensory processing
from the behavioral responses and subjective perception of a variety of controlled stimuli, in combination with
cutting-edge information technologies, including machine vision and computer graphics. The scope of this
study is not limited to vision, but also includes touch, hearing, and multisensory integration. We pursue a
deeper understanding of human cognitive processing through comparison with artificial neural networks that
show human-competitive performance and brain-like internal representations.

(B) Perceptually based media technologies
A key idea to developing innovative media technologies often lies in how to cheat the human cognitive system
in clever ways. For example, it has been shown that making use of human perceptual properties could improve
the efficiency of technologies for visual display and augmented reality in comparison with physical
reproduction of the sensory input signals, and even realize such functions impossible to obtain only with
physically based methods. We plan to continue the development of innovative perceptually based media
technologies and make use of the achievements in cognitive neuroscience for information technologies.

(C) Human decision-making and metacognitive monitoring
Humans make decisions based on information from the external environment. Moreover, the human brain
recursively monitors its internal representations to detect errors and make flexible behavioral adjustments.
These representations in the brain often exhibit specific statistical structures, allowing for efficient processing
through heuristic shortcuts. Standing upon this ecological rationality perspective, we investigate the
information processing that underlies human decision-making.

Contact
Room No. 311, 3rd floor, Research Building No. 12
Telephone: 075-753-3146
E-mail: nishida.shinya.2x @kyoto-u.ac.jp
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Intelligence Science and Technology Course

Computational Cognitive Neuroscience Group
Brain and Cognitive Sciences Division
Adjunct Professor NAKAHARA Hiroyuki
Application Code: IST-4a

Description

We aim to understand the computational principles that underlie the way neural systems realize adaptive
behavior: in particular, (1) reward-based learning and decision-making and (2) social learning and decision-
making. Toward this goal, we address computational questions of brain functions by building computational
and mathematical models. We also use human fMRI in combination with quantitative approaches. We work
to develop (A) quantitative methodologies for realizing innovative data analysis in neuroscience and (B)
mathematical neuroscience and brain-based intelligence. Please refer to our laboratory HP for more details.

Research Topics
Our research focuses on the following three areas:

1. REWARD-BASED LEARNING AND DECISION-MAKING
Both computational and experimental (human fMRI, e.g., using model-based analysis and neural
decoding). Neural reinforcement learning (RL) and value-based decision-making. Model-based and
model-free RL. Extending to higher-order functions such as affect, emotion, planning and inference.
Integrating RL to representation learning. Neurocomputational algorithms on the frontal cortex and basal
ganglia circuits for computation and learning, using advanced machine learning (e.g., nonparametric or
approximate Bayes).

2. SOCIAL LEARNING AND DECISION-MAKING
Both computational and experimental (human fMRI, e.g., using model-based analysis and neural
decoding). Neurocomputational models for social decision-making. Developing quantitative Theory of
Mind. Learning to simulate others' minds. Extending to empathy (social affect), social norm and collective
influence (social decision), personality and trait (social characteristics). Using machine learning such as
game Al (e,g, Monte-Carlo tree search) to innovating neurocomputational understanding. Perspectives for
designing social system and understanding mental diseases (computational psychiatry).

3. NEW METHODOLOGY AND BRAIN-BASED INTELLIGENCE

A) DEVELOPING INNOVATIVE ANALYSIS FOR NEURAL DATA: Combining model-based analysis
with neural decoding for fMRI. Integrating neural activity and structure analysis. Expanding modern
techniques (machine learning and statistical-information/computer science) to neural and behavioral big
data.

B) INVENTING LEARNING ALGORITHMS AND EFFICIENT COMPUTATIONS, INSPIRED BY
BRAIN AND TOWARDS BRAIN-BASED INTELLIGENCE: Reinforcement learning with
representation learning and structural learning (deep learning, Bayesian programming etc.). Higher-
order features and effective computations (pattern-symbol interactions). Information geometry and
learning theory.

Contact
Hiroyuki Nakahara (RIKEN Brain Science Institute, 2-1 Hirosawa, Wako City, Saitama 351-0198)
E-mail: itninfo@brain.riken.jp / Laboratory website: http://www.itn.brain.riken.jp/index.html

(In case you can read Japanese, please also refer to http://www.itn.brain.riken.jp/japanese/recruit.html)
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Intelligence Science and Technology Course

Collective Intelligence Group, Cognitive System Division
Professor KASHIMA Hisashi;
Senior Lecturer TAKEUCHI Koh;
Assistant Professor ATARASHI Kohei;

Program-Specific Assistant Professor BAO Han

Application Code: IST-6

Description

Our research focus is on advanced data analysis methods such as machine learning and data mining, and on
their applications to important real-world problems in various fields including marketing, healthcare, and
industrial systems. Our research interest also includes human-computer cooperative problem solving for hard
problems computers alone cannot solve.

Research Topics

« Development of new machine learning and data mining methods:
Although machine learning has made remarkable progress in recent years, its application is still limited and
often inapplicable to various tasks and data formats faced in the real world. We discover and formulate
such new machine learning problem settings and develop algorithms, for example, predictive modeling for
data with complex structures such as graphs and spatio-temporal data, and the development of
decision-making methods based on causal relationships.

« Innovative applications of machine learning and data mining:
Machine learning technology is used in various fields including marketing and healthcare, but there are still
many unexplored applications waiting to be discovered in the real world. Collaborating with partners in
industries and governments, we investigate new real-world applications where machine learning can make
significant contributions.

« Human computation:
While artificial intelligence has recently shown its ability to outperform humans in various intellectual
tasks, there are still many difficult tasks that cannot be accomplished only by artificial intelligence, such as
flexible solutions to abstract and complex problems. We aim to explore new frontiers of artificial
intelligence through “human computation,” which solves problems that are difficult for artificial
intelligence or even impossible for a single human, by combining both in an optimal manner.

Contact

KASHIMA Hisashi, Room No. 304, Research Building No. 7, Kyoto University
Telephone: 075-753-5394
E-mail: kashima@i.kyoto-u.ac.jp
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Intelligence Science and Technology Course

Conversational Informatics Group, Cognitive System Division
Professor TANIGUCHI Tadahiro;
Program-Specific Assistant Professor JIA Yuanyuna
Application Code: IST-7

Description

We aim to create Al and robots that can understand the meaning of language in the real world and collaborate
with us. Through this, we also aim to understand humans and create a harmonious future society where humans
and machines coexist.

Humans adapt to their environment and behave intelligently using their bodies. The language that humans use
and the conversations based on it are also considered to be intelligent functions that we as a society have
acquired through evolution and development. Therefore, our research interests include not only individual
cognition but also the emergence of communication through group learning.

Research Topics

(A) Symbol emergence in robotics: Humans acquire the ability to perform physical actions through interaction
with the environment, and they obtain a model of the world. Based on this, they learn language to represent the
world and enable communication through them. These processes are not passive but autonomous and active.
Symbol emergence in robotics aims to develop Al and robots that autonomously adapt to physical and semiotic
environments through interaction, and to understand human beings through this process. It is closely related to
cognitive science and developmental robotics, and also includes the exploration of intelligence through
interaction with fields such as cognitive science, psychology, linguistics, neuroscience, and philosophy.

(B) Emergence of language and communication: The uniqueness of human beings lies in the fact that they are
not only beings that use language but also beings that create language. A symbol emergence system refers to a
system in which multiple agents create new systems of symbols and meanings (including language, music,
norms, and scientific knowledge) through interaction. We explore how language and symbols develop and by
what mechanisms meanings come to be shared. Furthermore, we consider systems that include both Al and
humans, and conduct theoretical explorations of the design theory of co-creative systems that make human-Al
coexistence better. We also conduct research on the mechanism design of communication places for humans.

(C) Real-world application of artificial intelligence technology: Learning and acting continuously in the
uncertain real world still presents many challenges to Als. We conduct research and development of machine
learning technologies for multimodal language understanding, cognitive architecture, interaction design for
next-generation service robotics, as well as for everyday object manipulation and automation of scientific
experiments.

More specific themes, past research achievements, and our vision are also available on our laboratory's website.
Please refer to it for more information.
Contact

Tadahiro Taniguchi, Room No. 208, Research Building No. 7, Kyoto University
Telephone: 075 - 753 - 5971
E-mail: taniguchi@i.kyoto-u.ac.jp
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Intelligence Science and Technology Course

Language Media Processing Group, Intelligence Media Division
Program-Specific Professor KUROHASHI Sadao;
Associate Professor MURAWAKI Yugo; Program-Specific Associate Professor CHU Chenhui;
Program-Specific Senior LecturerCHENG Fei
Program-Specific Assistant Professor HUANG Yin Jou,
Application Code: IST-8

Description

Our laboratory is dedicated to understanding how humans process language and to developing technologies that allow
computers to communicate using language like humans. Language is integral to human intellectual activities, and it
serves as a crucial vehicle for conveying information. Consequently, computers capable of mastering language will have
a significant impact across a wide range of societal domains. Amidst the rapid progress in this field driven by the
emergence of large-scale language models like ChatGPT, it is imperative to transcend current frameworks, fearlessly
welcome failure, and enthusiastically pursue new ventures.

Research Topics

1. Fundamental research on language understanding: Providing computers with common sense and world
knowledge to achieve language comprehension has been a longstanding challenge in Al research. However, large
language models such as ChatGPT appear to have achieved a significant level of language understanding. Alongside
many domestic research groups, we are also working on unraveling the still enigmatic mysterious inner workings and
exploring their applications while running large language models ourselves.

2. Research on practical applications of machine translation: With the advent of deep learning, machine translation
has significantly enhanced its accuracy, establishing itself as an indispensable tool in real-world scenarios. We are
addressing the translation of brief, context-dependent dialogues in dramas, leveraging visual cues and focusing on
emotions. Furthermore, we are working on identifying expressions challenging to translate accurately due to cultural
disparities, refining them to facilitate smoother translation.

3. Multimodal processing of video and language: Flexible text processing with deep learning enables integration
with other modalities such as video and audio. Our laboratory is working on multimodal processing such as video-aware
multimodal machine translation, visual grounding, and caption generation and question answering.

4. Structural analysis and knowledge processing of medical texts: Semantic and structural analysis of electronic
health records is considered a key challenge in intelligent automation of healthcare. Health records are a challenging
target for the fragmentary nature of texts, heavy use of technical terms, and privacy concerns. We are pursuing research
projects in cooperation with multiple medical institutions.

5. Human-computer dialog: While large language models can be replicated, humans face difficulties in effectively
communicating human knowledge and experience to others. Our laboratory focuses on high-level intellectual activities,
such as extracting skills from individuals through dialogue or systematizing and teaching complex skills. We are actively
developing technologies to enable computers to perform these activities themselves and to offer technical assistance to
such human activities.

Contact
Laboratory website: https:/nlp.ist.i.kyoto-u.ac.jp/
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Intelligence Science and Technology Course

Speech and Audio Processing Group, Intelligence Media Division
Professor KAWAHARA Tatsuya;
Assistant Professor INOUE Koyji,
Program-Specific Assistant Professor OCHI Keiko,
Application Code: IST-9

Description

Speech communication plays a key role in human intelligence. We are studying intelligent processing of
speech and audio exchanged by human beings for automatic recognition, understanding, and interaction

systems, specifically (1) automatic speech recognition of real-world conversations, (2) analysis of audio

scenes composed of multiple sound sources, and (3) humanoid robots that conduct natural dialogue by

combining non-verbal information.

Research Topics

1. Speech Recognition and Understanding
Automatic speech recognition (ASR) of real-world conversations, including emotional and speaker
attribute information, is studied based on state-of-the-art deep learning models in order to realize
intelligent transcription and captioning systems.

2. Audio Scene Analysis
Analysis of the audio environment, where multiple persons and a variety of sound sources exist, is
studied based on multi-channel and multi-modal sensing and statistical acoustic signal processing.

3.  Human-Robot Dialogue
Spoken dialogue models and systems integrating verbal and non-verbal information, including
backchannels, laughter, and emotion, are studied for humanoid robots (androids), which will behave like
and naturally interact with human beings.

Applicants are expected to have a background in pattern recognition, machine learning, signal processing,
information theory, artificial intelligence, and human interface, as well as some basic knowledge of speech
processing.

Reference literature is listed, and review articles are available on our website ("Projects" page).

Contact
Tatsuya Kawahara
E-mail: kawahara@i.kyoto-u.ac.jp
Website: http://sap.ist.i.kyoto-u.ac.ip/EN/
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Intelligence Science and Technology Course

Computer Vision Group, Intelligence Media Division
Professor Ko Nishino  Associate Professor Ken Sakurada
Application Code: IST-10

Description

In our laboratory, we study computer vision, the science aimed at establishing the theoretical foundation
and practical implementation for granting computers the ability to see, whose findings also inform human
vision studies. Armed with machine learning and optics, we aim to elevate computer vision to an intelligent
perceptual modality for computers, instead of merely a means for efficient consumption of images and videos
by humans.

Research Topics

I Perceiving People: The looks and actions of people embody their inner states including their thoughts
and feelings, not merely their visual attributes such as gender and height. We, for instance, can easily
identify the mood and intention of a person by just looking at them. In our lab, we have introduced how
we can identify what are person is seeing and how a person would walk in a crowded scene. We plan to
continue our work on understanding a person’s attention, intention, actions, and interactions from sight,
towards realizing a rich symbiosis of artificial agents with computer vision and human beings.

I Perceiving Things: We gauge a large amount of information by just looking at things and scenes around
us. Instead of just recognizing the categories of objects in front of us, such as a road and a parked car, we
immediately “see” information essential to interact with them such as the wetness of the road after rain
and the difference in hardness between the metal body and plastic bumper of the car. Our lab has
conducted seminal research on estimating rich object information from images, such as illumination,
reflectance, geometry, and material. We plan to continue research on extracting such physical and
semantic information from object and scene appearance.

III  Seeing Better: We use our two eyes to see our world in the visual spectrum, but computers need not be
restricted to the same sensor limitations. In our lab, we conduct research on developing novel imaging
systems that use computation as an integral part, referred to as computational photography, with the goal
of capturing richer visual information to realize computational perception. Our recent work has focused
on infrared imaging and subsurface light scattering modeling, leading to novel imaging systems for
underwater real-time 3D sensing and transient imaging of subsurface scattering.

Contact
NISHINO Ko, Room S-303, Research Bldg. No.9 (South Wing), Kyoto University
E-mail: kon@i.kyoto-u.ac.jp, Tel: 075-753-4891
Laboratory website: http://vision.ist.i.kyoto-u.ac.jp
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Intelligence Science and Technology Course

Group, Application of Multimedia Division
Professor NAKAMURA Yuichi; Associate Professor KONDO Kazuaki;
Assistant Professor SHIMONISHI Kei
Application Code: IST-11

Description

The research objective of this group is realizing human-centered cyber or physical systems with visual perception and
interactions through somatic sensation. This group designs and implements media that provide motion and action assist,
media that monitor humans and provides communication support, and media that enable memory and experience sharing,
and investigates fundamental mechanisms of human-computer or human-robot interactions and required intelligence for
them.

Research Topics

1. Human behavior sensing and estimation of internal states: Recognition or estimation of intention, emotion,
or other internal states which may include estimation of QOL (Quality Of Life) by observing human behaviors and facial
expressions. It may include the design of proactive functions on robots for reading internal states of users. Physiological
measurements such as heart beat, amount of activity, biomarkers, etc., are complementarily used for considering
neurophysiological mechanism or providing ground truth.

2. Motion and action support based on physiological sensing: Power assist, motion support based on user
intention and motion prediction, which is provided by the sensing of motion and posture, and muscle sensing as well. It
may include the use of somatic sensation for motion inducing and direct communication of motion information between
humans. Physiological and visual sensing, design and implementation of motion assist devices, a framework for
developing new ways of movement and actions by human-robot collaborations.

3. Human communication modeling and support: Analyses of a variety of human-human communications such
as conversation, presentation, collaborative works, and design of information and robot systems that supports those
human activities. This topic focuses more on non-verbal behaviors, interactions with objects and environments than
linguistic communications, and aims to design and implement supporting systems that mediate and support natural
human-human communications.

4, Memory and experience sharing: Supports for sharing experiences of personal or group activities and their
utilization for education or training. Experience data are accumulated from field work or group work, through video
capturing, position sensing, physiological sensing, and possible other observations. This topic focuses on methods not
only for recording, analyses, integration, and modality conversion of those experience data, but also for sharing and re-
experiencing them in a community.

Contact

NAKAMURA Yuichi, Academic Center for Computing and Media Studies, Kyoto University (rm.318, Research Bldg
No.5, TEL 075-753-7460)

E-mail: lab@ccm.media.kyoto-u.ac.jp

Laboratory website: http://www.ccm.media.kyoto-u.ac.jp/
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Intelligence Science and Technology Course

Text Media Group, Application of Multimedia Division
Professor MORI Shinsuke; Assistant Professor KAMEKO Hivotaka

Application Code: [5T-12

Overview

Since time immemorial human knowledge has been recorded as texts. The researches of this group focus
on the computers capable of understanding these texts and describing new knowledge. As a basis we are
studying fundamental natural language processing. And we are studying natural language generation to
explain data analysis and future prediction by computer or to describe other media such as video.

Specifically, we deal with real-world media including procedural texts such as cooking recipes with
execution videos, academic knowledge such as history/geography research, and game/data analysis by
computers.

We also try to expand human knowledge based on our research results.

Research Topics

1. Language understanding
Language understanding is one of the ultimate goals of artificial intelligence. Toward this goal, we take
procedural texts and recording texts of history or geography research. These texts describe how to do
with what or what was done. Understanding of these texts has various applications such as procedure
execution by a robot and intelligent search.

2. Language generation
We study language generation for computers to describe understanding of media other than language.
Examples are video description and speech summarization. It includes, however, machine translation
from other languages. As its applications we are studying search and analysis on the verbalized results.

3. Verbalization of data analysis and future prediction by computer
We use computers to analyze various types of information. This group studies verbalization of the results
of data analysis and future prediction by computers. Furthermore we study QA systems based on spoken
dialog technologies.

4. Natural Language Processing in Digital Humanities
Digital Humanities is a research area that uses informatics methods to analyze textual and multimedia
information in humanities research. Based on the knowledge obtained through natural language
processing research, we aim at accelerating humanities research through analytical methods such as
historical documents and spatio-temporal information analysis and their visualization.

Contact
Professor Shinsuke Mori (forest@i.kyoto-u.ac.jp)
Laboratory website: http://www.lsta.media.kyoto-u.ac.jp/home-e.html
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Intelligence Science and Technology Course

Biological Information Networks Group, Bio-system Informatics Division
Professor: AKUTSU Tatsuya;
Associate Professor: TAMURA Takeyuki
Application Code: IST-13

Description

In the Biological Information Networks Group of the Bio-system Informatics (Collaborative) Division, our
ultimate goal is to investigate how genome sequences (DNA sequences), which are made up of approximately
3 billion letters, store the information required to re-create a human being, including information on individual
differences, and the mechanisms by which this works. Our studies concerning bioinformatics and systems
biology are distinguished by their focus on the "development of bio-information analytical approaches based
on mathematical principles” and "mathematical analysis of life.” The laboratory is also a member of the
Bioinformatics Center and works in cooperation with it. Below are some examples of research topics, but the
Group allows research in a wide range of themes as long as they take mathematical and informatics
approaches to bio-information.

Research Topics

1. Analysis of information from biological information networks: We analyze the structures, evolution,
dynamic behaviors, and design of biological information networks like protein-protein interaction
networks and metabolic networks, using mathematical methods in graph theory and combinatorial
optimization. We also investigate algorithms to estimate new interactions from existing data and discrete
models of neural networks.

2. Protein and RNA function estimation: Protein and RNA function estimation is an important component
in gene function estimation. To estimate functions, it is crucial to be able to analyze higher-order protein
and RNA structures and combinations of proteins and chemical substances. We use deep learning and
other machine learning techniques for these analyses and predictions.

3. Pattern search algorithms: One of the most basic and important processes in bioinformatics is the search
for similar sequences and the extraction of common sequence patterns. A number of techniques have
already been developed, but we are involved in the research and development of algorithms that offer
greater flexibility and speed.

Contact
AKUTSU Tatsuya, Room CB317, Bioinformatics Center, Institute for Chemical Research, Kyoto University
(3rd floor, Uji Research Building, Uji Campus) (Telephone: 0774-38-3015)
E-mail: takutsu@Xkuicr.kyoto-u.ac.jp
Laboratory website: https://www.bic.kyoto-u.ac.jp/takutsu/index.html
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