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NOTES
1. This is the Question Booklet in 9 pages including this front cover.
2. Do not open the booklet until you are instructed to start.
3. After the examination has started, check the number of pages and notify proctors (professors) immediately if
you find missing pages or unclear printings.
4. Questions are written in Japanese and English. Answer all the questions.
F-1(F-1-1,F-1-2) Linear Algebra, Calculus---:-------oveeee Pages 1 to 4
F-2 (F-2-1,F-2-2)  Algorithms and Data Structures -+~ Pages5to0 8
5. Write your answer in Japanese or English, unless otherwise specified.
6.  Read carefully the notes on the Answer Sheets as well.
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Master’s  Fundamentals Question
Program  of Informatics Number
Question is translated in English in the section below; this translation is given for reference only.

[Linear Algebra, Calculus] F-1

Use one answer sheet for each of F-1-1 and F-1-2.

| F-1-1

Q.1 Wehave a2 x 2 square matrix A given by

Answer the following questions.

(1) Calculate the determinant of A.

(2) Calculate the inverse matrix of A.

(3) Calculate all the eigenvalue(s) and the corresponding eigenvector(s) of A.
(4) Judge whether A is positive definite or not. Explain why.

(5) Diagonalize A.

Q.2 Answer the following questions regarding an arbitrary real symmetric matrix.
(1) Prove that all the eigenvalues are real numbers.
(2) Prove that eigenvectors corresponding to distinct eigenvalues are orthogonal to each other.

(continued on the next page)



Use one answer sheet for each of F-1-1 and F-1-2.

| F-1-2

Q. Answer the following questions.

(1) Consider a straight cone with a constant volume. What is the ratio of the height to the base
radius that minimizes the lateral surface area?

(2) Compute the following integrals.

1
(2.1) /1og(1+ﬁ)dx
0

(2.2) // (22 + ) 2dzdy, D={(z,y):*+y* > 1}
D
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F-2-1 & F-22 TNZ1RIOERMERNWVTHET S L,

F-2-1

RE T OO — R TRl SN/ func (2) 13EERS 2 ZHIEICY — b7 5,

A,B,L,R ZEMEESNTHO, BIDOA T v AZ 0 MEEES, Alx:y]id AKIND
Aly-1]1 ETOHHEIELRL . B len(n) idB5 A DEZZKT. A.append(z) l3A
A DREICEE z 28U, print (3)13ES A DNEZHIL. floor(z) i z LT
DEROEEZERT. Bl AL A=(1,2,3] D& F len(n)=3., Al[0:2]=[1,2].

A.append (4)IC& D A=1[1,2,3,41 &85, ZOEE, LLFTOBWIEZ K.

W[ al[ bl e}l dcsblha—Rz&EAXL

(2) func([2,9,5,3,7,0,1,4))ZETLALEE. BhZHNETEZ X,

B) ZOV—r7INTdYXLOKHEFGFREEEZRL, TORWLERRK.

1 | func(a) {

2 n = len(a)

3

4 if(n == 1)

5 return A

6 }

7

8 m = floor(n / 2)

9 L = func(A[0:m])

10 R = func(A[m:n])

11

12 B =[]

13 i=3 =0

14

15 while([_a ]){

16 if(i == len(L) and j < len(R)) {
17 B.append (Ej)
18 =3 + 1

19 } else if(j == len(R) and i < len(L)){
20 B.append (¢ )
21 i =1+ 1

22 } else if ([ d ]{
23 B.append (L[i])
24 i =1+ 1

25 } else {

26 B.append(R[j])
27 jo=3J+1

28

29 }

30 print (B)

31 return B

32 |}

(RDR—21ZHE<)
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Question
Number

Master’s Fundamentals

Program of Informatics F-2

[Algorithms and Data Structures]

Question is translated in English in the section below, this translation is given for reference only.

Use one answer sheet for each of F-2-1 and F-2-2.

F-2-1

Q. The following pseudo code of a function func (A) performs sorting of a numerical array A in
ascending order. In this code, A, B, L and R are numerical arrays whose indices start from 0.
A[x:y] denotes A’s subarray going from A [x] to A[y-1] and A.append (z) appends a number
z to the end of A. The function len (A) returns the length of A, the function print (A) outputs the
content of the array A, and the function £1loox (z) returns the greatest integer less than or equal to
z. For example, when A=[1,2,3], len(A)=3, A[0:2]=[1,2] and A.append (4) tums A
into[1,2,3,4].Answer the following questions.

(1) Write appropriate code for | a LI b || ¢ | and E

(2) Write the outputs in the order of execution when func ([2,9,5,3,7,0,1,4]) 1s called.

(3) Describe the time complexity of the algorithm with the reason.

1 | func(a) {

2 n = len(a)

3

4 if(n == 1){

5 return A

6 }

7

8 m = floor(n / 2)

9 L = func(aA[0:m])

10 R = func(A[m:n])

11

12 B = []

13 i=13=0

14

15 while ([ _a ]){

16 if(i == len(L) and j < len(R)){
17 B.append (b )
18 jo= 3+ 1

19 } else if(j == len(R) and i < len (L)) {
20 B.append()
21 i=1+1

22 } else if ([ d ){
23 B.append (L[i])
24 i =1+ 1

25 } else {

26 B.append (R[j])
27 =9 + 1

28

29 }

30 print (B)

31 return B

32 |}

(continued on the next page)



Use one answer sheet for each of F-2-1 and F-2-2.

[ F-2-2

Q. Consider a string matching problem of finding a pattern string with length m from the
head of a text string with length n.

For example, in the case of Figure (a), we compare a string from the position 7 of text with
pattern “ABCA”, and find that the third character does not match. If the characteristic of
pattern is examined beforehand, we notice that shifting pattern to the right by one character
would be waste of time; it is more efficient to shift pattern by two characters and to restart the
matching at the position i + 2 of text. On the other hand, in the case of Figure (b), when the
fourth character does not match, we can shift pattern by four characters, and restart the
matching between the position ¢ 4 4 of text and the first position of pattern.

1 i i+2 n 1 i i+4 n
text A|B|X text AlB|C[X
AA A A
pattern| A|B|{C|A pattern|A|B|C|A
#A B{ClA e A | B | C| A
Figure(a) Figure (b)

(1) We use shift[j] to denote the maximum number of characters by which pattern can be
moved to the right when a mis-matching occurs at the position j of pattern. In the case of
Figure (a), shift[3] = 2; in the case of Figure (b), shift[4] = 4. Calculate the values of shift|j]
(1 < 7 < 4) for the following patterns:

(i) AAAB
(ii) ABAC

(2) Show the process of matching pattern (ii) of (1) with a text “ABABBAABACA”. Clearly
explain which characters in the pattern and the text are compared.

(3) Show the time complexity of the algorithm and the maximum number of character
comparisons with a concrete example (pattern and text).
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(1) REEERESHRIZIE (transcranial magnetic stimulation: TMS)

(2) MABEALE XTI (retinotopy)

(3) Vx=—s3— -« 7zt —D¥EAl (Weber-Fechner law)

(4) AR~ A% 2 (visual masking)

(5) A hN—"7"2h5 (the Stroop effect)
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Master’s Specialized [ Cognitive Neuroscience, Question

Program  Subjects  Cognitive and Perceptual Psychology] Number S-1

Question is translated in English in the section below; this translation is given for reference only.

Q.1 Give a brief explanation on each of the following items. Figures may be used.
(1) Transcranial magnetic stimulation (TMS)

(2) Retinotopy

(3) Weber—Fechner law

(4) Visual masking

(5) The Stroop effect

Q.2 For investigating the function of object-based attention, the following experiment was
designed. As shown in Figure 1, a cue display (Figure 1a) is presented for 100 ms, followed by a
target display (Figure 1b). A target (either X or O) is presented at one of the four locations (T1,
T2, T3, and T4 in Figure 1¢). The task of participants is to discriminate the target by pressing one
of the two keys assigned to the target letters. The time from the onset of a target display to pressing
a key is measured as a reaction time. Participants are instructed to maintain fixation on the
central cross on the displays throughout the trial.

(1) If object-based attention works in the task, what is your prediction about the reaction times
for the four target locations (T1, T2, T3, and T4)? Explain your prediction in words and a graph.
Note that the distance between T1 and T3 is equivalent to that between T1 and T4.

(2) Discuss the reason of your predicted result above in terms of the function of object-based

attention.

(a) Cue (b) Target (c) Target locations

Figure 1. Examples of a cue display (a) and a target display

(b) used in the experiment. (c) Potential target locations.
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Master’s
Program

Question

Number 52

Specialized Subjects [Statistics]

Question is translated in English in the section below, this translation is given for reference only.

Q.1 Consider a random variable X that follows the binomial distribution with n = 4 and

p = 0.5. Compute the value of the probability P(X = 2).

Q.2 Consider testing whether there is a bias in the probabilities of the head and tail in a coin
toss. Suppose that 5 independent trials of the coin toss resulted in 1 head and 4 tails. Compute

the P-value of this observation (two-sided test), given the null hypothesis that there is no bias.

Q.3 Consider testing n independent hypotheses with the significance level a = 0.05. Find

the probability of rejecting at least one null hypothesis when all the null hypotheses are correct.

Q.4 Suppose that a sample of size 5 from the normal distribution with unknown mean f and
known variance ¢ = 10 had a mean of 12. Estimate the 95% confidence interval of u using
the fact that P(—1.96 <Y < 1.96) = 0.95 where Y follows the standard normal distribution.

Q.5 The practice of presenting a hypothesis informed by results as if it were an a priori
hypothesis is termed HARK ing (Hypothesizing After the Results are Known). Explain, using

statistical terms, why HARKing is inappropriate in studies based on statistical testing.
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Master’s Specialized [Pattern Recognition, Question

Program  Subjects Machine Learning] Number S-3

Question is translated in English in the section below; this translation is given for reference only.

Q.1

M

@)

3)

4

®)

Q.2

)

2)

Let us consider a binary classification problem for an input D-dimensional vector x. We will
train the weights w of a linear function g(x)=w'x (a constant is omitted for convenience) such
that x is classified to class 1 when g(x) is positive, and to class 0 otherwise. We are provided with

N training samples {(x1, ¥1), ---,(xn, yn)} with their labels y; €{0,1}.

Naive perceptron is defined by applying a threshold function (step function) to g(x). Show a
formula based on the perceptron algorithm to update the weights w.

Logistic regression is defined by applying the standard sigmoid function to g(x). Show the
formula of this model.

The output f{x) of logistic regression is regarded as a posterior probability of the class 1.
Show that g(x) is equivalent to the logarithm of the ratio of the posterior probability of the
class 1 and that of the class 0.

The negative log likelihood of the logistic regression is given by —X{y;logf(x;) +
(1 —y;)log(1 — f(x;))}. Show a formula based on the gradient descent method to update
the weights w. Explain its relationship with the formula of the perceptron algorithm presented
in (1).

Multi-layer perceptron or deep neural network (DNN) is constructed by preparing a set of
perceptron or logistic regression models in parallel and cascading them in multiple layers.
Briefly describe the error back-propagation algorithm to train this model. State the condition

for this algorithm to apply and the reason why the threshold function cannot be used for it.

Let us consider a weather forecast problem using DNN given meteorological data such as

distributions of the atmospheric pressure and clouds.

Describe an appropriate function of the output nodes for each of the following problems.

Provide the reason and the formula.

2% L 2 <<

(a) Prediction of four classes of “sunny,” “cloudy,” “rainy” and “snowy”
(b) Prediction of the chance of rain in percentage
(¢) Prediction of precipitation amount

Describe a method to train a DNN jointly for the above tasks with its merits.
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Master’s Specialized
Program  Subjects

Question

Number S-4

[Information Theory]

Question is translated in English in the section below, this translation is given for reference only.

Q. A sequence of symbols Xy, X5, ..., X¢, ... (where X, € {A,B}) is generated by the first-order

Markov information source that the following state transition diagram gives.
1/4
3/4 ‘@.@ 1/2
1/2

Each X, is transmitted through the channel given by the following channel matrix, and the

receiver receives a code Y; € {a, B,v}.

od B Y
A 2/3 | 1/3 0
B 0 1/3 | 2/3

(1) Give the capacity of the channe].
(2) We count the numbers of the symbols «, 3,y appearing in the sequence of received symbols

Y;,Ys, .... Give the order of the symbols in decreasing order after a sufficiently long time.

(3) Give the entropy rate of the Markov information source: tlim %H Xy, X5, 0, X))

(4) Give the entropy of Y;,; when Y, = o H(Y41|Y: = o).
(5) Give the entropy of Y;,, when Y; = « and Yo =v: H(Yei1|V: = oYy = 7).
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Question
Number

Master’s Specialized

Program  Subjects S-5

[Signal Processing]

Question is translated in English in the section below; this translation is given for reference only.

Q.1 Let x,(t) = x(t)67(t) denote a continuous-time signal x(t) sampled at interval T, where
O7(t) = Yme—w 6(t —nT) is the sampling function of interval T. &(t) denotes the continuous-time

impulse function and j denotes the imaginary unit. Answer the following questions.

(1) The continuous-time impulse function shifted by time T, is given as &6(t —T,). Give the

Fourier transform of §(t — T,) and draw its amplitude and phase spectra.

(2) Show that the Fourier series expansion of the sampling function &;(t) is given by 67(¢) =

%Z}’C":_w e/kost where w, = 21/T.
(3) Give the Fourier transform of the sampling function &;(t) and draw its amplitude spectrum.

Q.2 Discrete Fourier transform of an N dimensional vector x representing a time-domain

sequence is defined as a linear transform X = Fyx, where Fy isan N X N matrix given by

wo . . WA?(N”D

. S . ,

o S T
W]\J(N_I)O' _ 'WAEN_D(N—U

Answer the following questions.
(1) Consider x of N = 8 representing a time-domain signal sampled at 1000Hz and its discrete
Fourier transform X. Give the frequencies (in Hz) corresponding to each element of X (i.e.,

X[0], X[1], ..., X[7D).

(2) Derive the matrix Gy = Fy' that provides the inverse discrete Fourier transform x = GyX.

10



st SMRE  [RRSEEH. SEER. BHgye) | EEES | S-6 |

%M ARETIRESR I M EORMER ST TOARERVES, EBEELII7 G =
(V,E) Izt U, f2TESEEV 55 {1,2,... ,k} ~"OEHLT 2, AEDK (v,v;) € B
RUT f(u) # flo) BEDIMIDEE, f2GDEHBLED, GAEEEREDR/N
Dk%GOEBHEEV, x(G) 2EL, SCVIZXLT, STHEINS GDHED
57% G[S) LEE, GIS) hOBE%E (G[S)) LEL, FEDS CV (2 < |5 < 3)exd
UT | f(w) — f(v;)| > e(G[S)) 27§ v,v; € SHEETBLE. f % GO LBREE
YES, G E-BREGa2EO>R/AD L% G OBMEEHREE V. L(G) &L, UTD
G1,Go,G3, G INETHASNE T 7 THYD, Gy & Gy DIHAADRZRERELERT,

6@

G, G,
G Ga

) 757G BLUTG,DFNAFTNIZODNT, 4-BEWAEYHENEER X,

2) V57 Gy DBEE x(Cs) DIERER &, £/, G3 KT 5 x(Ga)-Ba% 1 D5 X
Y. W, R Gy A HEL. TOZES AR fu) DEREATEILT
52k, -

(B) /57 Gy DEFBER L(Gy) DERBZ X, £z, G ItHT 5 L(Gy)-BFi%t%
12, /INEHQ EEUAETEZ L,

@) x(G) # L(G) BEHID LS REABBND S 5 7% 1 DHRE L, £, T0d
x(G) # L(G) 7= L TWAEELRA L, HAMHSRNTH ZHEAZEAZLT
B\,

(5) @8 MEEDZ 77 Gz LT x(G) < L(G) BERD LD, | RIELWART?  BEAEK
iR, ETELLWAELL W ZEZEL. W T2 OEEZ RN X,

6) K, 2 nBEREE2 77832, n<L(K,) <2n-1TH5I 2RE,
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Master’s  Specialized  [Formal Language, Theory of Computation, | Question
Program Subjects Discrete Mathematics] Number
Question is translated in English in the section below, this translation is given for reference only.

S-6

Q. In this question, we consider only simple undirected graphs having at least one vertex. For
a positive integer k and a graph G = (V, E), let f be a mapping from the set of vertices V' to
{1,2,...,k}. If f(v;) # f(v;) holds for any edge (v;,v;) € E, f is called a k-coloring of G.
The smallest k such that G has a k-coloring is called the chromatic number of G and denoted
by x(G). For S C V, G[S] denotes the subgraph of G induced by S, and e(G[S]) denotes the
number of edges in G[S]. If, forany S C V (2 < |S| < 3), there exist v;,v; € S such that
If(vi) = f(v;)| > e(G[S)), then f is called a local k-coloring of G. The smallest k such that
G has a local k-coloring is called the local chromatic number of G and denoted by L(G). The
following G1, Go, G3, and Gy are graphs used in the questions, where the labels of vertices in G
and G represent their names.

()

G, G,

19

Gs G,

(1) For each of G, and G, give the number of 4-colorings.

(2) Givé the chromatic number x(G3) of G3. Also, give a x(G3)-coloring of G'3. For giving a
coloring, draw G'3 on your answer sheet, and write the value of f(v) inside each vertex v.

(3) Give the local chromatic number L(G4) of G4. Also, give a local L(G4)-coloring of Gy.
For giving a local coloring, do the same as in question (2).

(4) Draw a graph G with the minimum number of vertices that satisfies x(G) # L(G). Also,
explain why your answer satisfies x(G) # L(G). You do not need to give a reason for the

number of vertices being minimum.

(5) Isthe proposition “For any graph G, x(G) < L(G) holds.” correct? To answer this question,
first mention whether it is correct or not, and subsequently give a reason.

(6) Let K, be the complete graph with n vertices. Show that n < L(K,) < 2n — 1.
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