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EPIEEE A
[A-1,[A-2,[A-3,[a-4, [A-5, [a-6],[A-7, [A-8, [A-d DoRiMS4MEZERIRL TRER X,

Problem Set A
Choose and answer 4 questions out of|A-1], |A-2] IA-3],|A-4] M, M, IA-7l|A-8], and |A-9|

A-1

TROTRTOMIZEZ . (English translation is given on the next page.)

(1) TRROMIZEZ L. 7L, B B(z,y) 3RATEA50 3,
1
B(z,y) = / 11— ldt, >0, y>0
0

(a) ROZEHXDVK YLD L ETE,
zB(z,y+ 1) =yB(z +1,y)

(b) ROBRHRY 1 & L 2 RE.
/2
B(z,y) = 2/ sin?*~1 @ cos?¥ 1 4 df
0
(c) RDERDEY LD Z & 2RE.
1 b b oo ¢b-1
;B(l ‘z’z) */0 e %

(2) TEOMIEL L %#ZL, 5l ARRRTELoNS,

l1-p p)
A= , O0<p<l, 0<gx<l1
( q 1—q p q

(a) n ZIEBE LT3, A" ZKD X,
(b) lim A" %R &,
(c) RATERIND exp(A) KD k.

o0

1
exp(A) = Z -T-JA"

n=0 "

722, AYZBITSITH 5.
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Answer all the following questions.

(1) Answer the following questions. Note that function B(z,y) is defined as
1
B(z,y) = / t"c‘l(l - t)y_ldt, z>0, y>0.
0

(a) Show that
zB(z,y +1) =yB(z + 1,y).

(b) Show that
/2
B(z,y) = 2/ sin?*~1 6 cos® 1 9 d4.
0

(c) Show that

o0 1b—1
13(1_9,2) - [ g
a a' a o 1+1t°

(2) Answer the following questions. Note that matrix A is given as

1-p p)
A= , O<p<l, 0<g<l.
(q 1-g¢g P e

(a) Let n be a positive integer. Find A™.
(b) Find lim A™
n—o0
(c) Find exp(A) defined as
— 1
exp(4) = Z EA",

n=0

where A9 is an identity matrix.



A-2

DM (1), (2), Q) MBE2DERATEREL.
Answer two of the following questions (1), (2), and (3).
(1) 7V TEBICETIUTOMICEAE. 72720, B f(t) D 7— ) IEHIIRRTEHS
ns.

Answer the following questions related to a Fourier transform. Note that the Fourier
transform of a function f(¢) is defined in the following.

Flw) = /_ Z e “at  (i=v20)

e, TOHERIIANTEA SN S,

The inverse Fourier transform is given in the following.
1 [ i
@) = — / F(w)e“!dw
21 J—oo

(a) ROBIK f(t) DT7—) IEBRERD K.
Find the Fourier transform of f(t) defined in the following.

FO)=e"M (a>0)

(b) B ft) DT7—UIERE Flw) ETBLE Fit) D7—DIEHREZRD X,
Let the Fourier transform of a function f(¢) be F(w). Find the Fourier transform of
F(t).

(c) BB f(2), g(2) D7 —UIEHEZNEN F(w), Gw) ETHEZ, ROBIK () DT—
DIEHZERD .
Let the Fourier transform of functions f(¢) and ¢(¢) be F(w) and G(w), respectively.
Find the Fourier transform of h(t) defined in the following.

we) = [ : Fu)g(t — w)du

(d) ROBFBRZ f(t) ITDWTHRIT.
Solve the following equation for f().

b 2f(u) _ 4
.Kwa—uﬂ+1m“'ﬁ+4

(2) ROMBHBAO—RBERD K.

Find the general solution of the following differential equation.

d? -
..._y z 1 % -— l = ze_:r
dz? z dz =z

(3) BEEHEZAWT, ROMG I ZRD X,

Evaluate the following integral I by using the residue theorem.

0 xsmx
I= / Iy
o l+2



TROTRTOMIZER &, L, BR, REWH T/RFEILTHEHERIE»NL TS0
LU, EEDOFEERIL ¢ T3,

Answer all the following questions. All materials in the questions such as plates, point charges,
and conductive wire are placed in vacuum. The permittivity of vacuum is €g.

(1) W (a) D& ST, BIRER D HHES OETRI VT VI, BIRA»SBRBIZAM»->T

g%’%%ﬁ; €1 "o €9 (61 < 62) ¥ ’GE%EE@&:Z‘(E‘?‘%E%%%’GEEW%%‘{%& T w3, Em
SREHFEL., BOKBRIEATESZL DL T3,
Consider a parallel-plate capacitor with spacing d and area S. As shown in Figure (a),
a dielectric material fills the space between the plates. The permittivity of the material
linearly changes from the plate A (€;) to the plate B (e2; €1 < €2). The area S is sufficiently
large so that the edge effect can be ignored.

(a) BIRAICEMN Q. BRBIZEM Q25X & BIRA»SOER2(0<z<d)
BT BEBRERD &,
When charge @ is put on the plate A and charge —Q is put on the plate B, find the
electric field at a distance z (0 < z < d) from the plate A.

(b) BREOBEMNZEEZKD, ZOETRIVTFVHOHBAEE2RD &,
Find the electric potential difference between the plates, then find the electrostatic
capacity of the parallel-plate capacitor.

(2) REBM2Q & -QHVEHr BLTEMTWS, Z0rE, BP0 LL3EEMG%ERE
HOMEBEE r LOBEBYLH» B &S5 IZHRE X,
Two point charges 2Q) and —@Q are placed with a distance r. Draw an equipotential line
where the electric potential becomes 0, and indicate the relationship with positions of
point charges and the distance 7.

d

X

(a)
Figure (a)

continued on next page
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(3) A (b)d& ST, ¥Fr OAFIANMIHLEO DS sl AFA%E Rz 2IZREIEY D AR
BRI ARh TS,
As shown in Figure (b), electric current I flows along a circle of radius r in the clockwise
direction when viewing the z axis from the origin.

() 34 LORUNKE ds i 5 BEHREE Ids 1= X > TSN B, hLHETHEO M5
B DUNBIZHERP DM IH 2. EF - YN LKA ZBANTRYE,
Using Biot-Savart’s law, show the magnetic field dH at the point P on the central
axis due to the current segment Ids that flows the infinitesimal segment ds.
(b) AERLKIZE->TESNS, RPOMAEZRD &,
Find the magnetic field at the point P due to the whole current that flows the circle.
(c) HEBREHIZL>TESNS, KODHEREZRD X,
Find the magnetic field at the point O due to the whole current that flows the circle.

ds :: r

= (b)
Figure (b)



A-4

TROTRTOMICEAL.

(English translation is given on the next page.)

(1) H@IRT 20T EENESEEEL THKZDOREEZBRRE. ZIT, Z:22,13,
ENTNEBFRAE—F REATIIE—F A THS.

2) HGITRY T BHBERSEVANBLIOH DA E—F %550 QTEELLDR 172 &3
Bl-DDEHUER, LR, ZRD K.

() HEITRTEERNRERERRESRZANZERICDONT, TOMICEXL.

(a) Vz/VléskbbJ:.
(b) ZOBRIERNEAIZBEEHED T4\ FNFHAT L.

1 2
I — R R
P o T 1 0
S
Z
& [] Ry
—o—— o o
1 2
(a) X (b)
i
C
R R I

'l bos [

continued on next page
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Answer all the following questions.

(1) Describe conditions that a two-port network (four-terminal network) shown in Figure (a)
works as a matching circuit. Here, Z; and Z; are source impedance and load impedance,

respectively.

(2) T-type attenuator shown in Figure (b) has input and output impedance of 50 £ and voltage

ratio of 1/2. Find the resistance values R, and R,.

(3) For the circuit with an ideal operational amplifier shown in Figure (c), answer the following

questions.
(a) Find V,/V;.
(b) Explain what kind of filter this circuit is.

1

2
] o R R,
1 1 0
Zs
Z
o [] Ra
o —o0—— °
1 2'
Figure (a) Figure (b)
i
C
R R |

Figure (c)




TROTRTOMIZEZX L. (English translation is given on the next page.)

(1) Sa & Sp REMOBRVWEREHETHD, Sa RMREFELS0, 1 #E2hEFH0.75, 025D
FeLT, Sp k0, 1 2ZhFN08, 0.2 DHERTHREIES. UTOMICEX K. 27U,
logs 3 =1.6, log, 5 =23 &E XK.

(a) SA DTy O¥—2FEHE L.

(b) Sp D 2 ROLAEREICKL 2 TN T RE(LEREYE. $h, ZTOLXOBBRERLS
1257 OEH/ESREELE L.

(c) tHRIE Sx IX 2 DDREER BB, Wi sy Tk Sp XKV, R sp Tk Sp 128> THR
BiE+RHEIES. Sx W1 2FREXEBRL, TORENEBTS. Sx OREEBE
.

(d) M (c) D Sx DEESHERD &.

(e) M (c) D Sx DTV +RY—2EHE L.

(2) TEOBEERASACETIMER L. 2L, HEC 2ERFERAN G(z) =2+ +1
THHFERE 15 D2 THEARS LT 3.

(a) ZIHRFEE 2%+ 2" + 2%+ 25+ 23 4+ 24+ 1 TREINDZ/EER, {5 C OFSEIE

PHIER L.
(b) 2HEARZ 2% + 2+ 1 OB Y MV EX ShAGEORSTHEOSHARR LERF
SO TRE.

(¢) H5& C os/NEREERD &.

(d) RECIZE>THETNSBABRIE Y bERD&.

(e) €y FMROVE p THLHEMOL 2 THFMEEBEN L, BSC 2AVWEEEE2EZ
5. FTEARERIRD B TITET 2 HEDESMRIRERD L.

f) FE5K% 16 L UGEOR/NEMZ KD &.

continued on next page
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Answer all the following questions.

(1) Sa and Sp are stationary memoryless information sources. Sa generates information

2

symbols 0 and 1 with probabilities 0.75 and 0.25, respectively, while Sg generates 0 and

1 with probabilities 0.8 and 0.2, respectively. Answer the following questions. log, 3 = 1.6

and log, 5 = 2.3 may be used.

(a) Find the value of the entoropy of Sa.

(b) Find a binary Huffman code for the second extension of Sp and the expected code-
word length per symbol.

(¢) An information source Sx has two states and generates information symbols by
following S5 and Sp when its state is s, and sp, respectively. Sx transits from a
state to the other state when it generates 1. Draw the state diagram of Sx.

(d) Find the stationary distribution of Sx in Question (c).

(e) Find the value of the entoropy of Sx in Question (c).

Answer the following questions related to channel coding. Let C be the binary cyclic

code of length 15 that has generator polynomial G(z) = z* + z + 1.

(a) Determine whether z° + 27 + 2% + 2% + 2% + £ + 1 is a codeword polynomial of C or
not.

(b) Find the codeword polynomial for the message polynomial 23 +z+ 1 in a systematic
form.

(c) Find the minimum distance of C.

(d) Find the maximum number of error bits corrected by C.

(e) Consider communications with C through a memoryless binary symmetric channel
with crossover probability p. Evaluate the probability of decoding failure assuming
that any correctable errors are corrected.

(f) Find the minimum distance when the code length is 16.



A-6

UTORM~@iceTEx L.
Answer all the following questions (1)-(4).

(1) ZoAREBECEALT, RB@E~@icEx L.
Answer the questions (a)~(d) on binary trees.
() FTEDOZ4HAKZITE NiTE(pre-order) Tl Eo 7 & DEHABEIREZ ~HE.
Show the node ID list by pre-order traversal for the following binary tree.
() TEDZSAZEY BiFlE(in-order) Tz ¥ o7 L & OEHABBIEERE.
Show the node ID list by in-order traversal for the following binary tree.
() TERIDZ4AKZIFY BiTNB(post-order) Tz ¥ 7= ¢ T DEHABFIEEZ TH.
Show the node ID list by post-order traversal for the following binary tree.

(d) LT =— N, TERTIRCZHARE L > THRBSLHITIFHRE
PreOrder ZEBR L7=bDTHD. ZhiZiboT, BYNTEIZZLAELEY -
THAT 5 FHE InOrder DEfEl =z — FERE.

The following pseudo code shows the procedure “PreOrder” to output the node IDs by pre-
order traversal for the given binary tree. Write a similar style of pseudo codes for the
procedure “InOrder” to output the node IDs by in-order traversal for the given binary tree.

PreOrder (v) {
print v;
if (v.LeftChild exists) call PreOrder(v.LeftChild);
if (v.RightChild exists) call PreOrder (v.RightChild);
return;

}

2) ROBZELI=—R D3R FHEX something (ZOVVT, F(@)bIZEZ L.
Answer the questions (a)(b) on the procedure “something” shown by the following pseudo code.

something(int n) {
for (int i=0; i<n:; i=i+1) call something(i);
print “¥7 ;
return,

}

(@) 51 n &L TO,1,-1 5% T something ZFEFUMHL7ZB A1, £hEh, *HIAMAEIH A
EINANEZL.
Answer how many times “*” will be printed when “something” is invoked with n =0, »=1, and
n=-1, respectively.

(b) —fRD n IZRLTEIBAIEIMASNE0 2B 2 L. BT, TNBELWEE X -BH%
FEAE L.

Answer how many times “*” will be printed for any integer n, and explain why.

continued on next page
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3) FREO7u—F ¢ — bBRT7AITY XACELT, BE)~@Ic&x L.
Answer the questions (a)-(d) on the procedure shown by the following flowchart.

Input positive
integer a

b2
S (a 13 b THIY G B 5)

.. < yes
a?

@ANBENEN a=12,a=16 DFEDOHHERE.
Show the output for the inputs a = 12 and a = 16, respectively.

G)Z DT NTY XAMAEHIT 2 H5HAE L.
Explain what the algorithm computes.

@ IZIDTNIYZLDAAE Y b n IZRTE2RRAEES—F—2RELH. 2K
LEMEII 2 ERTHEL, n 'y MEEREOHERY 0L T 5.
Estimate the order of time complexity for this algorithm in terms of input length n. Note that
the calculations are performed in binary, and »-bit integer division can be performed in O(#°)
time.

ZOTNIY ZLDOHERMERET D HEED2 L L 20828 L.

Show at least two improvements to make the algorithm faster.

@) EEY—1r oI XLAOEANFEFEZRN, TORRHERZSOWTHBAL L.

Describe the basic procedure of the radix sort algorithm, and explain its time complexity.



A-T7

TEDOTRTOMIZEZ X,

(D) 2&RBUZHOWT, LUTOMICEX &,
() kO¥KE By FD 2 DEEERTHEYE,

@) +76 (1) -54
(b) ROBEy hD 2 DHERERD 2% 8 ¥y NI X iaRHERTICERE &,
® 10111000 (i) 11000111
(©) RDBEy b2 DFHEEBRD 2 AR TOMEL L UREDFER 2 T4,
@) 10111000+10111000 (i) 11000111+11000111
(iii) 10111000-11000111 @v) 11000111-10111000

(d 8ty hD 2 DWEFHD 2EHMARZ T 11000111 # 2 ¥y NEHESL 7 b LIRS RY,

(2) Hr BT BRMERIZOVWTHEY &,

B) UTORULAREY F7T—FFT 7 F ¥ D=o07at vy HicB T, EFAESER 1, 000, 000
T, DL 205BRMDEHETHA 70 /5 L2 ETLEESOHERB 2RO L, £EHIK
MED IR TERENRHEIT I D ET B,

(@) Z7ayv s « %A 7 VBRI 2ns DE—F ATV FROTatyd,

b) vy « A7 VEERIH 500ps DEENRA TS5 FROT v, =771, SRSy An
BCREDBRILLIZBA. 1A I7LVR =T 3B,

(© 71y 7 %A 27 /VEERIA 300ps D 10 B3 A 54 L FRDTat v¥, 1275, Sl
FCREVPRILLEHE. 2F A7 LVR =T 3,

Answer all the following questions.

(1) Answer the following questions on the binary number system.
(a) Express the following numbers in the 8-bit two’s complement representation.
@ +76 (ii) -54 -
(b) Convert the following 8-bit two's complement binary numbers into the 8-bit
sign-and-magnitude representation.
@ 10111000 (ii) 11000111
(c) Show the results of the following additions and subtractions in the 8-bit two's complement
binary number system.
@) 10111000+10111000 (i) 11000111+11000111
(i)  10111000-11000111 (iv) 11000111-10111000
(d) Show the result of the 2-bit arithmetic right shift operation on 11000111 in the 8-bit two’s
complement binary number system.

(2) Explain ‘Carry Select Adders’.

(3) Show the execution time of a program of 1,000,000 executed instructions, 20% of which are
conditional branch instructions, on the following three processors with the same instruction
set architecture. The condition is taken for 30% of the conditional branch instructions.

(a) Single-cycle implementation with clock cycle time of 2 ns.

(b) 5-stage pipelined implementation with clock cycle time of 500 ps which stalls one cycle for a
conditional branch instruction when the condition is taken.

(c) 10-stage pipelined implementation with clock cycle time of 300 ps which stalls two cycles for
a conditional branch instruction when the condition is taken.



A-8

THOELTOMIZER £.
Answer all the following questions.

705 LB RTIMBICBSVTIL, FHTSZ 0TS IVIEEEUTISVELDRIRLER
3352 &: C, C++, Java, Python, Scheme, Racket, OCaml, Standard ML, Haskell.

In questions where you are supposed to give a program, declare the programming language that
you use from the following choices: C, C++, Java, Python, Scheme, Racket, OCaml, Standard ML,
and Haskell.

(1) FOJ53IV7EFE B ITHURLMEITOVT 200 FRRETHAL &.

Explain type safety in programming languages in about 60 words.

(2) 7A4XKFYFBIIDOREZHETHIREBREE (L LAY Y R)DEHL, ThEENE0H
EHETEI OIS LhERE. T4 RFYFEREIZHER a1 = 1,02 = 2,an42 = Gng1 + an (n > 0)
TEBINDIEI {a;} DL THB.

Give a definition of a tail-recursive function (or method) that computes the n-th term of the
Fibonacci sequence and show code to compute the 40th term of the Fibonacci sequence by using
the defined function/method. ‘

The Fibonacci sequence is the sequence {a;} defined by the following recurrence relation: a; = 1,
a2 = 2 and ap42 = an41 + an (for n > 0).

3) (a) VI IVI/EBULEROERIIBNT, BHEH, T, NMELRED-OO-IFER
BFPORBPAERTEDDOHMEMIARDT -2 MEFEHL, TOEHEAVTR 4xz+3 2K7T
MBI AREED LS ITHBTIPEANE IO ST Ak > THIEE &.

Define a data type to represent abstract syntax trees for arithmetic expressions consisting of
integer constants, variables, and binary operators for addition and multiplication used in a pro-
gramming language implementation and explain how to use the definition through construction of
a datum of an abstract syntax tree that represents 4 x z + 3.

(b) (a) TEHBINAADHBHXAREASLLL, BREHR 2GR 2HBMEL, BRLLTED
NEADOHRMXARELNITE IO IS 0252 k.

Give a program that takes a datum that represents an abstract syntax tree of an expression
defined in (a) as an input, performs simplification of expressions containing nodes that represent
integer constant 0, and outputs the resulting abstract syntaxt tree.



A-9

(English translation is given on the next page.)
AEETES /7 7R TRTEA I 77 ThHhsL L. BEN-T2FLLEVWETS, /57 G OHEAEEE
V(G). k&% E(G) LRELT 5. G DHERAHEE S (CV(G) iz2wT, V(G)\S %, G DEHAKEDS
L, SEEEhRVWHERORELEET S, G-S %, SELEENB3TRTOHEMAL., TNSOEAUEST
50%. G»oBIRLE=77 7L EET S, X(G,S) 2. G- S DBEERAD S S, HEAOEABHGHFEET
HEEERSOEREEET D, BERESG U W (CV(G)) K2WT, Eg(U,W) . —HDMEH U iz, i
FOWMHEW IZEEND GOIUORELEHETSD, /577 G, 28 (a) TRTI77LT 3,

7 9

TEROTRTOBIZER &,

(1) 797 G OLHBRFHEE M (C E(G)) DERD 2 AHWHETIHEMAEFLLWLE M 23Ty F s
WS, G LOTRTOEAYE M OWThIDUDRRTHELE. M % G DRETYF TN
3, Gy D, BETRALWIYFUIL, B2 FUrI/OfEThTh 1 2T 2HBITL, BRIy
FrroBEEORT, B {{19,20},{21,22}} D& izBELZ &,

(2) Sy ={1,2,3,4,5,6} ¥ 3, X(G1,51) 2k &,

(3) M (2) ® S, IZ2WT, Eg,(51,V(G1)\ S1) DEROEHERD X,

(4) EEDZ77 G L. G OEBOTEREE S (CV(G) K2WT, G IRETYF U INBEETHRS
. X(G,8) <|S| BRI ERE., ZIZT |G|k S DBEOEARTHE LTS,

(5) -ERIRERDYZ7 G &. G DERDTHEAHEE S (CV(G)) L2VWT, G- S DH 3 1 DDEEER
ROEREEEC LTH, ZZT, SEAARTSI7Lid, T RTOTAERDREN I THBS57TH
3, |C| b EEE S, Eg(S,C) NEROEHIIFTHETH 3 - L iRt

(6) 757 G HEXLNILE G ODEROTESESE S (CV(G)) I22WT X(G,S) < |S| kb L%k
S, GIREEIYFUIMBEFEETII LN NATWS, ZOBEEXRAWT. BERKLLWV 3-EAL
BEREDI77 GRFEEIYFVINEETEILERYE, ZIT. 757 G OBLid, §IBRTEZ
LIZE > THEERS OBEEIFIHZE G DLDILTH 3B,

continued on next page
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Assume that graphs appearing in this problem are undirected and have no self-loop. For a graph G, let
V(G) and E(G) denote the vertex and edge set of G, respectively. For a vertex set S (C V(G)) of G, let
V(G)\ S be the vertex set whose elements are not in S but are in V(G). Let G — S be the graph obtained
by removing all the vertices in § and all the edges incident to these vertices. Let X (G, S) be the number
of odd connected components of G — S, where an odd connected component is one such that the number
of the vertices of the component is odd. For vertex sets U, W (C V(G)), let Ec(U, W) denote the set of
edges of G whose one endpoint is in U and one is in W. Let G1 be the graph shown in Figure (a).

7 9

18

Answer all the following questions.

(1) For a graph G, an edge subset M (C E(G)) is a matching if any two edges in M have no common
vertex. A matching M is a complete matching of G if every vertex of G is an endpoint of an edge
in M. Show examples of a non-complete matching and a complete matching of G;, respectively.
Write the answer as {{19, 20}, {21,22}}, for example.

(2) Let S; = {1,2,3,4,5,6}. Calculate X(G1, ;).

(3) For S in Question (2), calculate the number of elements in Eg, (S1, V(G1) \ S1).

(4) For any graph G and any vertex set S (C V(G)) of G, prove that X (G, S) < |S| holds if G has a
complete matching, where |S| is the number of elements in S.

(5) For any 3-regular graph G and any vertex set S (C V(G)) of G, let C be the vertex set of a
connected component of G — S, where a 3-regular graph is a graph such that the degrees of all the
vertices of the graph are three. Prove that if |C|] is odd, the number of elements in Eg(S,C) is
odd.

(6) Given a graph G, it is known that if X(G,S) < |S| holds for any vertex set S (C V(G)) of G,
G has a complete matching. Using this fact, prove that any bridgeless 3-regular graph G has a
complete matching, where a bridge of G is an edge of G such that removing the edge increases the

number of connected components.
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8 (NOTES)

1.
2.

RERBOSRMNHZETHPERTIIVIT RN,

CNIITEMEEBIOMERM T, RERIC 17K H5. RERBOSEND - 8. BEEEND,
BT E-RAERAZLONRINTEBICHELHBZ &,

P38 (B-1, B-2, B-3, B-4, B-5, B-6,B-7,B-8)% %, 4B ZRIRL THRETH_ &, ERAMOREE
BEMBERSEZRATEI L.

BERBAEC SICERARIREED &, ERAMIBUC2EI LORE S L < B1F DO EE %28 L
EOBEEABICBNVBRITENCTI LMD 5. 28, LERZBS IBICHE<) &HElLzLT
HEZERALTHELN,

BERABIBEE U2 XEAL, YOI RNT &,

BRAKOBUAARNITNAZBSIT. EEICHLHBZ L,

BEIHEFEE/IIEEFETHTOI &,

Do not open the pages before a call for starting.

This is the “Problem Set B” in 17 pages including this front cover.

After the call of starting, check all pages are in order and notify proctors (professors) immediately if missing
pages or with unclear printings are found.

Answer 4 of the following 8 questions; B-1, B-2, B-3, B-4, B-5, B-6, B-7, and B-8. State the Question
Numbers you choose on the Answer Sheet.

Use one sheet for each question. If required, the reverse side may be used, stating “Over” at the end of the
page. Note that in case two or more questions are answered in one sheet or two or more sheets are used for
one question, they may be regarded as no answers.

Do not separate the pages of answer sheets; keep them bound.

Notify proctors (professors) immediately if the pages are separated for some reason.

Answer the questions either in Japanese or English.
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B EEEB
B-1, B-2, [B-3, B-4, [B-5], B-6, B-7B-808fi» 54 % 84R L TS & L.

Problem Set B
Choose and answer 4 questions out of B-1], [B-2], [B-3], [B-4}, [B-5], B-6, B-7, and B-8|.

B-1

TROTRTOMICE X L. (English translation is given on the next page.)

(1) F4 S MREEMCET2UTOMICEX X,
(a) BERAERD 20kHz DA —F 1 AEF5 %, 24 v FEFHICE D PCM (Pulse Code
Modulation) 83%7 %, LEZ4vEy FEEZRD X,
(b) BFRERFFEIZEDHS 20 us TH 2 2 HEFFOEMEE O BB EIRENSE T,
() M (a) dEy FHlZE, 7% 2 ) 7OEFHAKXD 16QAM (Quadrature Amplitude
Modulation) T&% % OFDM (Orthogonal Frequency Division Multiplexing) 8% &
LT, (b)) DM CEET S, A—FA4 5 —\VR% OFDM ¥ Y FUVERD 20%
UTET2LDICHBELRIEROY 7% v ) 7HERD L. 48, OFDM ¥ K iLid,
H=FAL T =NV EFHM VRV THERINS,
(d) REEERE 7 = —2 v FifEEifi L LT OFDM BV 5 h 2Bl 2 HEAE X,
(2) BARSMUA Y OFRIERE A ET2EBRTY VBRI TEIET S L E, Bt D
M k BOMEYEIE T 2R Pk, t) 13, XRATHEAON S,
(/\kt!)k Y
A=4 /53] LT, UTOMICEX X,
(a) 4 TRIC 1 ELFIBF L 2 VLIEREE X L.
(b) 3R 3WLLLEBIE T 2HEREEXEZ L.
(c) BMIOWDFET 2 £ TOFHRHEEZEZL X,
(d) OTHET 2 2 >0OFDFEMB t LT L2 2HRELEZX X,

P(k,t) =

continued on next page
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Answer all the following questions.

(1) Answer the following questions related to digital transinission techniques.

(a)

(b)

(c)

(d)

Find the required bit rate of Pulse Code Modulation (PCM) transinissions using
24-bit quantization to transmit an audio signal with frequency up to 20 kHz.

Find the frequency transfer function of the channel with two paths of 20 us delay
time difference.

Suppose Orthogonal Frequency Division Multiplexing (OFDM) transinissions with
16QAM (Quadrature Amplitude Modulation) subcarrier modulation of the bit
stream in Question (a) over the channel in Question (b). Find the minimumn nuinber
of subcarriers in order for the guard interval to be less than or equal to 20% of the
OFDM symnbol. Note that an OFDM symbol consists of guard interval and useful
information.

Explain the reason why OFDM is utilized to cope with frequency selective fading

channels.

(2) Consider that calls arrive following a Poisson process with the average number of calls

per unit time. A. The probability. P(k,t), that & calls arrive during a period of time ¢ is

given by:

(/\t)ke-,\t_

P(k,t) = <

When A = 4 [call/inin], answer the following questions.

(a)
(b)

(c)
(d)

Answer the probability that no call arrives during a period of four minutes.

Answer the probability that three or more calls arrive during a period of three min-
utes.

Answer the average time until the first call arrival.

Answer the probability that the inter-arrival timne of two consecutive calls is less than

or equal to t.



B-2
FROTRTORMIZE %X L. (English translation is given on the next page.)

Q) ULToRIZE X L.
H@Z R BEEUE Bs,(OIIRRTE X b D,

N
sp(t)
_______ 1l

| T T | >

_To Z ;
-T 2 2 T

X(a)
s,(t) = Z s(t — kT) 1)

k==c0

J.OﬂSQ'T<T TH D,

o (11>
(@) ARESs,O)ERADL I ICER 7 — ) =BBEMATD L &,

7=7ZL. s(t) = {

AR L,
SO = ) cpelmm @

(b) JASAE s, (£) 2 AL TS HBIE L1, (¢ — A)ICHT 5 R T — U =48,
Foak VTR L,

(© BHUESs, (YD 7 — U ZE#ES,(f) & Lic L &, s,(t)iTcos 2nfyt % R H
LI=EEx()D 77—V = Ff 28 HE X,

(2) T4 VENVERIEATHUTOMICEZ L.

(@) 16QAM EfR N/ AN FEBFORERE. 7272L, » —bLA X
Fatrasoro—nFd 70 2EREp@E), IFvRALBIRQ F¥ R

DIEBRFRFIxi[k] € {—1,—§,§,1}, qlk] e {-1,-3.3,1}, v o R Mm%

T, WEEOREEEfET5.

b) a—NAT7RILIZONT, r— bbb A X Faf ra—NVFT7FALFR
7 4V Z OREBEBEEZMRE L. Y ORLVERETE T 5.

(c) 16PSK A& HHAT L. E£7- 16QAM E#AH 16PSK R LV FRI2 A
ZUAE L.

continued on next page
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Answer all the following questions.
(1) Answer the following questions.
The periodic signal s,(t), which is shown in Figure (a) is given by the

following equation:
A

s,() = z s(t — kT), )

1 (lel s%)
0 (Il >%)

(a) Find c, of the complex Fourier series of the periodic function sp(t),

where s(t) = , T<T.

which is given by the following equation:

[

sp(t) = Z Cp €2t/ @3]

n=-oo

(b) The Fourier coefficient of the periodic signal s,(t — At) is ¢'y,
where s,(t — At) is the delayed signal of s,(t) and At is delay time.
Find ¢’,, by using c,.

(c) The signal x(t) is derived from the multiplication of s,(t) and
cos 2nfyt.
Find the Fourier transform of x(t) by using S,(f) which is the
Fourier transform of s, (t).

continued on next page
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(2) Answer the following questions related to digital modulation techniques.

(a) Find the formula that gives the 16QAM modulated pass-band signal,

where the root raised cosine roll-off pulse is p(t), the information

sequences of I channel and Q channel are i[k]E{—l,—%,%,l}

and q[k] € {—1, —i,i, 1}, respectively, the symbol duration is T, and the

frequency of the carrier is f..

(b) Draw the frequency response of the root raised cosine rolloff filter with
the rolloff factor 1, where the symbol duration is T.

(c) Explain 16PSK modulation and the advantage of 16QAM in comparison
with 16PSK.
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FRED T NTORIZE AL (English translation is given on the next page.)

(1) 2 DDHE 1 BRO 2 BERAKFRBRICBNTELTWAET S, M8 11382, #E 2 13kFES
Fe (>1), LBHEER 1, BER0EHDETE. H@ITRTIINC, BE1ICBNT, COBREO®
e O DAZIZT HANSFEHERIEPEREICAFTUZETS. 72770, FOERIL, HEEASHE
DHEFT A EAMELEEHIZHEHEHDET D, ZOEERDOMITE AL
(a) HEE 1 PITBIT2 A ER BRI OB RERR ORI DB fRER L
(b) BEREIZBN TERRII DN TRV DEREHER L.

(c) [Eb)YDERMEMS, EFICHET L 2T
(d) R0 Lixn5taRdL

vacuum

2) 7T BT RO MHREEHAE L
(a) fEMMERITS
(b) A %NBH M
() 3 1=0 BT l==T vF

continued on next page
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Answer all the following questions.

(1) Suppose that two media 1 and 2 are separated by an infinite planar boundary. The medium 1 is a vacuum,
and the medium 2 has the relative permittivity, relative permeability, and conductivity of E. (> l), 1, and
0, respectively. As shown in Figure (a), we consider a planer electromagnetic wave in medium 1 incident
on the boundary at an angle ¢ measured from the normal line of the boundary. Here the electric field of
the wave is contained in the plane determined by the normal line and the direction of propagation. Answer
the following questions.
(a) A‘Show the relations between the electric and magnetic fields of the incident planar wave in medium 1.
(b) Show the boundary conditions that the electromagnetic field should satisfy.
(¢) Derive the reflectivity of the electric field from the conditions derived in Question (b).

(d) Give the condition that the reflectivity becomes 0.

vacuum

Figure (a)

(2) Explain the meanings of the following terms related to the antenna.
(a) Directional gain
(b) Effective aperture area

(c) Phased array antenna



B-4
TROTRTOMIIEZ XK.

Answer all the following questions.

(1) UFICRTHEBK f KDV T, UTOMICEX L.

Answer the following questions on the logic function f defined below.

f=(@+b+c)-(a+b+0)-(a+b+7)-(@+c+d)-(@+b+7)
(a) REBREE f OB/NMEIIEREZRD K.

Give a minimal sum-of-products expression of f.

(b) FREREEK f OB/NMNIFERREZRD K.

Give a minimal product-of-sums expression of f.

(c) WEBMEK g=b-C+a. r=a-b-d &TB. f=g-h+rZHBIHLETOH

BEEROFNS, HEESBR/NTY FIIVEBRBDRVENERER 2
DHRERKOR/NMEMEREZ RO L.
Assume g =b-€+aand r = a-b-d. Among all the logic functions of h that
satisfies f = g - h + 7, derive a minimal sum-of-products expression of a logic .
function that has the minimum number of product terms with the minimum
number of literals in its minimal sum-of-products form.

(d) 3 A7INAND ¥ — b DB £AWT. REEK f 2HALT 27— KB
HERRERE, BB, ANELT. a. b oo dBXEZENSOEE a. b
& dMBEALENBDBOLT S,
Derive a logic circuit that realizes f with the minimum number of 3-input
NAND gates only. Assume a, b, ¢, d and their complements @, b, ¢, d are
available as inputs.

(e) fDAdICEBT—I#H% Y = f(a,b,c,0)® fla,b,c,1) EEHT B, ¥ D&
INEFIERBR Z KD K.
The Boolean difference of f(a, b, ¢,d) with respect to d is defined as
%5 = f(a,b,¢,0) ® f(a,b,¢,1). Derive a minimal sum-of-products expression
of %5.

(2) 1EY rDEB2zE2AHEL. 1EY bDIET 2 271 &£ T % Mealy B FHIEFH
MAEBRHTS, CORKIE. 1MEELT2EAANINhDE 12 AL, DIBOAR2
EEESE L TAHINSETI2HALDDT3. TOMOBEEIZ0ZEH TS, &
DOEFKIZBNWT. FZE 0101110011 BAH T NEBEDOH F1E 0000111001 &7
%, LLFOMIZEZ K.

Suppose that we design a Mealy-type synchronous sequential circuit that has a one-
bit input z and a one-bit output 2. This circuit outputs 1 when two consecutive
1s have been input, and continues to output 1 until two consecutive Os have been
input. It outputs 0 otherwise. For example, when 0101110011 is fed to the circuit,
it produces 0000111001. Answer the following questions.

continued on next page
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(8) COEBOREBBRETE,

Derive a state transition diagram of the circuit.

&)ﬁ%&&%m%tt%ﬁ%ﬁ%&&ﬁiéiwioﬁ%ﬁﬁ%mféézté
EDXSICUTHRRLEMEBRBEE L. £z, 0101110011 DAHITHT SR
BEREHHOKTEHAT L
Show the state transition table and the output table with the minimum num-
ber of states. Explain how you have verified that the number of states is
minimal. Also, explain the state transition and the output sequence for the
input sequences of 0101110011.

() ZOEBERIKOD 7Yy 770y TERWTEETS. &7V 770y

FDOAF L HHBERROR/MFIERERD X, 2B, DYy 770y
TOYHEIZ0ET 2, DIy 70y TOAN LA ERTHELRET
heENdE gTEL, 70y 770y TEFE L, 2, ... TRHIT 3. HFE
REEIZEID YT BBOEREY P05 1, 2,... ERDDDET B, RESHD
UTEHRLITD I L,
We would like to implement the circuit with the minimum number of D flip-
flops. Derive the excitation function of each D flip-flop in a minimal sum-
of-products form. Here, the initial value of a D flip-flop is assumed to be
0, and logic variables of the output and the input of a D flip-flop are ¢ and
d, respectively. D flip-flop(s) should be distinguished by subscripts 1, 2, ...
from the leftmost bit of the assigned states. The state assignment should be
explained clearly.

(d) tHH 2z OR/MERERAZRD K.

Derive the output 2 in a minimal sum-of-products form.
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TREROTRTOMIZEZ &,

Answer all the following questions.

(1)

FTREBICEIY 2 TROREOEK % 3¢ X,

Explain the meanings of the following technical terms related to computers.

(a) A== AH 7 Faxyy

Superscalar processor

(b) K=Y v 7 LEAR

Polling and interrupt

(c) B (D) NF—F

Control (branching) hazard

(2) 32y FERDRISC 70y HICk W E (a) IKRTC 77U 7 LD—EEETT S, 7=7L.
B (int) BEHI 32y A, FEES a(] AT FL A 0x10000 TH Y, X €Y ETidiiiEL
TREBXNEBRAEATH2, BEHi L xBERVYRY LitdH s, V—ToBRE{LIZTTbOE
W, Thabb, alil & al32+i] DU —F@fik, iy 7Y AV FENLHE IOMMICRETEH
5, UTOMIZEZ &,

A

32 bit/word RISC processor executes a fragment of C-program shown in Figure (a). The

size of integer variables (int) is 32 bit, the array a[] starts at address 0x10000, addresses of the
array elements are contiguous, and their values have been already set. Assume variables i and x

are always on registers. No loop optimization is carried out, i.e., load instructions for a[i] and
a[32*i] are issued in this order while i is incremented. Answer the following questions.

(a) 2O7/otyHizF—F X vy 2 Dl 2>, D1 BF—FRBES12 4 (79777

BREEZWV), 24270y 708Vt -2y 7 - FyyaThb, DIDY I, 4V
FYI2AR, A7y bOEY M REEZL L,

Assume the processor has a data cache D1, which is a direct mapped cache with total data
capacity of 512 bytes (which does not include tag field and flags) and 32 byte block. Answer
the number of bits for tag, index, and offset of D1.

(@) D707 LRTEICF vy 2 D1 BETHZ, i = 0 DNV—TEFTOH, i =10
N—7"Tdal1], a[32] BIHICT 7L AENS, DINDINE 20DT 7L AD, ThEFh
Ev FTEADIRTEPEZL,

Cache D1 is empty before executing the program in Figure (a). After the execution of loop i

= 0, a[1] and a[32] are accessed in series in the the loop of i = 1. Determine each of the
two accesses to D1 hits or misses.

(a) D7U I LEFTICBITEDIOKE y FEKB XU AEHKERD &,
Find the total hit counts and miss counts in cache accesses of D1 during the execution of the
program in Figure (a).

continued on next page
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(d) ¥*vy>aDl%, T—SRBEBSI2ANL L (FI7R7F773EERV), 32 4 T uy 7,
LRUBEMAD2 Vx4 v - PYST7F47 - Fvy L aD2ICBEMRZ 3, D2 D tag,
index, offset D'y FHEEZ &, .

The data cache D1 is replaced with a 2-way set associative cache D2, with total data capacity
of 512 bytes (which does not include tag field and flags), 32 byte block, and LRU replacement
policy. Determine the number of bits for tag, index, and offset of D2.

(e) K(a) 7077 LRTHNCF vy > a D2 3ETHB, i =0 DV—TETOHE, i =1D
N=7Tixal1l, al32 BIRICT7 7R EN 3B, D2 DINL2DDT 7 LAH, ZNTFh
EYy FPTE3DIRTENEZL, '

Cache D2 is empty before executing the program in Figure (a). After the execution of loop i
= 0, a[1] and a[32] are accessed in series in the the loop of i = 1. Determine each of the
two accesses to D2 hits or misses.

(f) () D78 77 LETICBITZ D204y FRIEB XU 2B R &,
Find the total hit counts and miss counts in cache accesses of D2 during the execution of the
program in Figure (a).

int a[4096];

int x = 0;

for (int i = 0; i < 32; i++) {
x += a[i] + a[32#i];

K (a): C 7977 L0—%
Figure (a) Fragment of C program.
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RFOFRTOMICER &,
Answer all the following questions.

(1)

()

L % {0,1} LOXFHNDI>H, BEH»S 2FBBHOMBIIZ0MH S X 5 RXFNH»S
mBEELT D (FIXIE. 010100 & 01110112 L) DEHRTH B). L BRI
REEHERA—-F2 25X L, KL, ARBEAVD L,

Let L; be the language consisting of all strings over {0,1} containing 0 in the
second position from the end (for example, the strings 010100 and 011101 are
in L;). Give a deterministic finite automaton that recognizes this language. The
automaton should use 4 states.

Ly % {0,1} EOXFRADSH, br3X =201, H3WIAREO0 28T LS
BRIXFLSREEH/LT 5,

Let L be the language consisting of all strings over {0,1} that contain exactly
two 1s, or contain an even number of 0.

(a) Lo %8BT 2HRAEUERA -+ b 25X &, HEL, c BBEZAWVWTD
R\,
Give a nondetermistic finite automaton with -moves that recognizes Lo.
(b) Lo 2T 2REMFTRA - b 25X L,
Give a deterministic finite automaton that recognizes Lo.
L3 %2 {0,1} LOXFADS> S, Blin > 112/ LT o2 2B BXERD»S
55w I 5,
Let L3 be the language consisting of all strings over {0, 1} of the form 0"*+112" for
some integer n > 1.

(a) RV V7@l (REGE) 2AVWT, L3 PEREFETLWI L 2EHEY L,
Using the pumping lemma, show that L3 is not a regular language.

(b) Ls 2ERT 5 XMBEBXEEES X &,

Give a context-free grammar generating L3.
REREBRA— b7 b AOREEBENVER SN &, ADBBT 5 EHEIE
BhYS>»rHET S HEEHEBEE &,

Describe a method to decide, when given the state transition diagram of a deter-
ministic finite automaton A, whether the language recognized by A is finite.
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BUTOITRTOMIZEX &. (English translation is given on the next page.)
XIREHEXE G REBESORE T := {z,+,+,(,)}, FLRLSOLEN = {E,E, T, T, F}, BHE
S E¥, UTOEHHMISRS.

E-TF
E' - +TFE'
E —e
T FT
T — «FT'
T =€
Foz
F— (E)
7=7EL, e 3BRERT.
(1) BXeNIZ2WT, UTOMEEH:THA FIRST(X) 2 Rd k. RDBZHELEI.
FIRST(X)={ea € T | 3w.E =" aw}

REU, wik TUN OBROERS, —* ZEHEIIHE-> -~ AREOB M 28T,
(2) BXeNIZOVT, BTOMEL#~THSE FOLLOW(X) 2R k. Rd3HEb B,

FOLLOW(X) = {a € T | 3wy, w2.E =* w1 Xaws}

U, w,we BT UN DEROERF, —* ZEHBACR->EREIOSEEI 2 HT.
(3) XEGIRLL(1) Xikb. HRLEHIZEX L.
(4) HUTOREEBOWTHATL. REAWTS L.
(a) ¥ 7# (Semaphore)
(b) TAFT Y KEv 4 (Test-and-Set instruction)
(c) 7ot ABORMEE(E L FEFAES (Synchronous and asynchronous interprocess communica-
tion)
(d) SRIFROT L TY XL (Banker’s algorithm)

continued on next page
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Answer all the following questions.
The context-free grammar G consists of the set 7 of terminal symbols {z,+,*,(,)}; the set N of
non-terminal symbols {E, E',T, T, F'}; the start symbol E; and the following production rules:

E—-TFE
E' - +TF'
E — e
T — FT'
T — xFT'
T = ¢
Fozx
F — (E)
€ denotes the empty string.
(1)  Foreach X € N, give the set FIRST(X) that satisifes the following property:

FIRST(X) = {a € 7| 3w.E - aw}.

In the above definition, w ranges over the set of the finite sequences over 7 U N; the relation —*
represents the finite-time rewriting with the prodcution rule. You should explain the method for
computing FIRST(X).

(2)  Foreach X € N, give the set FOLLOW/(X) that satisfies the following property:

FOLLOW(X) = {a € Tl Jw;, we . F —=* lea‘l.U2} .

In the above definition, w; and w, range over the set of the finite sequences over 7 U A the
relation —* represents the finite-time rewriting with the prodcution rule. You should explain the
method for computing FOLLOW (X).
(3)  Answer whether the grammar G is an LL(1) grammar. You should also explain the reason.
(4) Explain the following terms. You may use figures.
(a) Semaphore
(b) Test-and-Set instruction
(c) Synchronous and asynchronous interprocess communication
(d) Banker’s algorithm



B-8
UTDLTOMIZE X &. (English translation is given on the next page.)

(1) RT7%FONHEETIIRT BNF LlIWBRRAIICE > TEHRTS.

IR:
M,N:u=z|dz.M|MM|(M,M)|m(M)]|m(M)
iGEpsEEUR
! 1
(Az.M)N — M[z = N] M— M N — N
MN — M'N MN — MN
m (M1, Ma)) — My M — M N — N/
71'2((M1,M2)) — M (M, N) — (M',N) (M, N) — (M,N’)
M — N M — M M — M
.M — dz.N m(M) — m(M')  w(M) — m(M')

EEU, [z:= N]IZRARE, BHBER M — M EENRAUTEHAL ZRNOBEK, B — ik
TORFANHEBREAT LT 5.
(a) B M = Qz.m(z) 2) (M.2), My.y)z) oL, M —* N 2#~T N 22 THEIT L.
(b) EXEERABZVEEZ VL OEY, EREE2FARVERZHAET L.
(c) HT,F 2 FNTH dr.m (), Azmo(z) £T5. ZOF, UT:MHATE M PEETEIIL
ZEEHAE &.
(MT)T —*T
(MT)F —*T
(MF)T —*T
(MF)F —*F

(2) #ERX A, B £ FOBNF TEHT 3.

AB:=p|L|AAB|ADB

IITplEMELERERT. HEFER ND 2UTOHRBUTEETS. 2T, TIHEKXOER
HEE5E2KTELTE. mAIXAD L DR THS.

-1 '-rA T+B '-AAB 'HAAB

TU{AJFA TFA4 TFAAB TFA TFB
TU{A}FB T+FADB TFA4
TFADB TFB

DTOHBOND IZE 28 %5 X &.
(a) - AD (BD A)
(b) {AD(BDC)}}F(AAB)DC
(c) OF (A A (nA))
(d) {A> B}+(-B) D (-4)

continued on next page
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Answer all the following questions.

(1) The A-calculus with pairs is defined by the following BNF and reduction rules.

Terms:

M,Nu=z| .M |MM|(M,M)|m(M)|r(M)

Reduction rules:

! !
Oe.M)N —s Mlz:= N] M — M N— N
MN — M'N MN — MN'
1 ((My, Ma)) — M, , /
(My, Ma)) —> M. M — M N — N
T2\, 852 2 (M,NY — (M",N) (M,N) — (M,N')
M — N M — M M — M
Az.M — Az.N m(M) — m(M')  m(M) — m(M')

Here, [z := N] denotes substitution, the reduction relation M — M’ is the least relation closed
by the reduction rules, and the relation —* is its reflexive and transitive closure.

(a) Enumerate all the terms N that satisfy (\z.mo(z) 2) (A\y.2), (Ay.y)z) —* N.
(b) Find a term without a normal form and explain why it does not have a normal form.

(c) Let terms T and F to be Az.m(z) and Az.ma(z), respectively. Prove that there exists a term
M such that
MT)T —*T
(MT)F —*T
(MF)T —*T
(M F)F —*F.

(2) Logical fomulas, ranged over by A and B, are defined by the following BNF.

ABu=p|L|AANB|ADB

Here, p stands for a propositional variable. The proof system ND is defined by the following
inference rules. I" stands for a finite set of logical formulas and A D L is abbreviated to —A.

'L r'-rA T'+B I'-AAB 'FAAB

TU{AJFA TFA4 TFrAAB TFA TFB
TU{A}FB TFADB TFA
TFA>B TrB

Give a derivation of each judgment below in ND.
(a) bDFAD(BD A)
(b) {AD(BDC)}F(AAB)DC
(c) OF ~(AA(-4))
(d) {AD> B}+ (=B) > (-4)
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